
Scott Pakin
Research
interests

High-performance parallel computer systems, with an emphasis on high-speed
communication networks, messaging layers, and parallel programming models

Experience Los Alamos National
Laboratory

Patrick McCormick 4/2010–present
Adolfy Hoisie 2/2002–4/2010

? Created and managed Byfl, a tool that examines ways in which application
performance can be characterized in a hardware-independent manner. Byfl
implements a form of “software performance counters” that are analogous to
the hardware performance counters provided by all modern CPUs but return
application-centric rather than hardware-centric information.

? Managed the Power Aware Data Center project, an attempt to quantify
and exploit “trapped capacity”—the difference between allocated power and
average power draw—in supercomputer data centers. This sort of study
has never been done at a comparable scale (three of the world’s ten fastest
supercomputers), time frame (well over a year), and with normal, production
workloads (as opposed to controlled studies). The Power Aware Data Center
project spans multiple organizational units at Los Alamos National Labo-
ratory; project members include computer scientists, statisticians, facilities
engineers, and supercomputer system administrators, all working together
to find ways to make more efficient use of a fixed data center power budget.

? Created and co-managed (and towards the end, solely managed) the Super-
computer Stress Test project, whose goal was to produce a modular, extensi-
ble suite of stress tests and diagnostic routines for large-scale clusters and
supercomputers that may contain unique hardware components. Salient
characteristics of the Supercomputer Stress Test are that it can test hard-
ware components together or in isolation; it can be extended easily as new
hardware is introduced; and it can perform fault isolation, binary searching
for a minimal set of nodes and tests that fail to produce correct output. Code
development was performed by a team of students at Harvey Mudd College
for their senior-year Computer Science Clinic project.

? Designed and implemented the Cell Messaging Layer, the world’s fastest MPI-
based communication layer for clusters of Cell Broadband Engine (Cell/B.E.)
processors. The Cell Messaging Layer embodies a novel programming ap-
proach called the reverse-acceleration model that facilitates the porting
of applications from conventional supercomputing platforms to the more
complex—but potentially higher-performance—Cell/B.E. platform. The Cell
Messaging Layer has been demonstrated on the full Roadrunner system, the
first supercomputer to achieve a sustained petaflop/s of performance.

4975 S. SOL · LOS ALAMOS, NM 87544 · E-MAIL: PAKIN@LANL.GOV
HOME: (505) 661-8354 · WORK: (505) 667-5568 · FAX: (505) 665-4939

URL: HTTP://WWW.CCS3.LANL.GOV/∼PAKIN

(Continued on next page)

mailto:pakin@lanl.gov
http://www.ccs3.lanl.gov/~pakin


2©

? Designed and implemented CONCEPTUAL, a novel, domain-specific pro-
gramming language and surrounding framework designed specifically for
analyzing the performance of high-performance communication networks in a
formal, scientific manner. CONCEPTUAL was used to help analyze proposals
for Los Alamos National Laboratory’s Roadrunner and Cielo supercomputer
procurements.

? Designed and implemented JumboMem, the first fully user-level piece of
software that gives unmodified applications transparent access to memory
spread across multiple computers. When a program exceeds the memory
in one computer, it automatically spills over into the memory of the next
computer.

? Helped develop a highly accurate, quasi-analytical performance model for
Krak, a 600,000-line Lagrangian hydrodynamics application from the U.S.
Department of Energy’s Advanced Simulation and Computing program.

? Assisted in the benchmarking and analysis of various production and pre-
production large-scale parallel computer systems including the Roadrunner,
Lobo, Lightning, and Q supercomputers at Los Alamos National Laboratory;
the Blue Gene/P, Blue Gene/L, and Purple supercomputers at Lawrence Liv-
ermore National Laboratory and the IBM T. J. Watson Research Center; the
Red Storm and Thunderbird supercomputers at Sandia National Laboratory;
and the Columbia supercomputer at NASA.

? Supervised a number of graduate and undergraduate students on projects
related to the preceding topics.

National Center for
Supercomputing Applications

Rob Pennington 8/2001–2/2002

? Collaborated on a project to develop NCSA’s next-generation communica-
tion middleware, the Virtual Machine Interface 2.0. The intention was for
VMI 2.0, when completed, to run on all of the production clusters at the
National Center for Supercomputing Applications.

University of Illinois at
Urbana-Champaign

Andrew Chien 1/1995–8/2001

? Led development team producing Illinois Fast Messages (FM), a fast, efficient
messaging layer that provides the communication infrastructure for the
National Center for Supercomputing Applications’s NT Supercluster, at
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the time one of the world’s 500 fastest computing platforms. FM was also
one of four academic research projects influencing Compaq/Intel/Microsoft’s
Virtual Interface Architecture (VIA) standard for cluster interconnects, the
predecessor to InfiniBand.

? Cooperated with researchers at MIT on implementing a novel coordinated
process scheduling algorithm that improves the throughput and response
time of parallel and distributed applications running on clusters of time-
shared workstations.

? Designed and implemented a new technique for improving the performance
of collective-communication-intensive parallel applications running on time-
shared PC clusters.

? Supervised various undergraduate research projects.

Intel Corporation Tom Shott 5/1995–8/1995

? Helped architect and validate a commercial, programmable, cache-coherent,
scalable distributed shared memory system based on Intel Pentium Pro
processors.

? Defined and implemented a tool to ensure the behavioral, functional, and
register-transfer level simulators correctly modeled the hardware, software,
and firmware used to implement the system’s cache-coherency protocol.

? Assisted with the development and refinement of the protocol.

Education Ph.D. U. of Illinois at Urbana-Champaign October 2001
Comp. Sci. Thesis title: “Unresponsiveness-tolerant collective communication”

M.S. U. of Illinois at Urbana-Champaign January 1995
Comp. Sci. Thesis title: “The impact of message traffic on multicomputer memory

hierarchy performance”

B.S. Carnegie Mellon University May 1992
Math/CS Thesis title: “An efficient implementation of Linda on the iWarp”
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Publications

Book Chapters Scott Pakin. Myrinet. In David Padua, editor, Encyclopedia of Parallel Comput-
ing, pages 1239–1247. Springer, September 8, 2011.

Scott Pakin. High performance interconnects for massively parallel systems. In
Ada Gavrilovska, editor, Attaining High Performance Communications: A Vertical
Approach, chapter 1, pages 1–23. Chapman and Hall/CRC Press, September 2009.

Journals and
Magazines

Xin Yuan, Santosh Mahapatra, Michael Lang, and Scott Pakin. Static load-
balanced routing for slimmed fat-trees. Journal of Parallel and Distributed
Computing, 74(5):2423–2432, May 2014.

Scott Pakin, Xin Yuan, and Michael Lang. Predicting the performance of extreme-
scale supercomputer networks. The Next Wave, 20(2):7–19, November 2013.

Scott Pakin. Ten ways to fool the masses when giving performance results on
GPUs. HPCwire, December 13, 2011.

Darren J. Kerbyson, Michael Lang, and Scott Pakin. Adapting wave-front
algorithms to efficiently utilize systems with deep communication hierarchies.
Parallel Computing, 37(9):550–561, September 2011.

Hikmet Dursun, Kevin J. Barker, Darren J. Kerbyson, Scott Pakin, Richard Sey-
mour, Rajiv K. Kalia, Aiichiro Nakano, and Priya Vashishta. An MPI performance
monitoring interface for Cell based compute nodes. Parallel Processing Letters,
19(4), December 2009.

Kevin J. Barker, Kei Davis, Adolfy Hoisie, Darren J. Kerbyson, Michael Lang,
Scott Pakin, and José Carlos Sancho. Using performance modeling to design
large-scale systems. IEEE Computer, 42(11):42–49, November 2009.

Scott Pakin, Michael Lang, and Darren J. Kerbyson. The reverse-acceleration
model for programming petascale hybrid systems. IBM Journal of Research and
Development, 53(5), September–October 2009.

Kevin Barker, Kei Davis, Adolfy Hoisie, Darren J. Kerbyson, Mike Lang,
Scott Pakin, and José C. Sancho. A performance evaluation of the Nehalem
quad-core processor for scientific computing. Parallel Processing Letters, 18(4):453–
469, December 2008.
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Scott Pakin. Good things come in little packages: An introduction to writing
.ins and .dtx files. TUGboat, 29(2):305–314, 2008.

Scott Pakin. The design and implementation of a domain-specific language for
network performance testing. IEEE Transactions on Parallel and Distributed
Systems, 18(10):1436–1449, October 2007.

Ram Srinivasan, Eitan Frachtenberg, Olaf Lubeck, Scott Pakin, and Jeanine
Cook. An idealistic neuro-PPM branch predictor. The Journal of Instruction-Level
Parallelism, 9, May 2007.

Eitan Frachtenberg, Fabrizio Petrini, Juan Fernandez, and Scott Pakin. STORM:
Scalable resource management for large-scale parallel computers. IEEE Transac-
tions on Computers, 55(12):1572–1587, December 2006.

Leon Arber and Scott Pakin. The impact of message-buffer alignment on com-
munication performance. Parallel Processing Letters, 15(1):49–65, March 2005.
ISSN 0129-6264.

Darren J. Kerbyson, Adolfy Hoisie, Scott Pakin, Fabrizio Petrini, and Harvey J.
Wasserman. A performance evaluation of an Alpha EV7 processing node. The
International Journal of High Performance Computing Applications, 18(2):199–209,
May 1, 2004.

Scott Pakin. PerlTEX: Defining LATEX macros using Perl. TUGboat, 25(2):150–
159, 2004. ISSN 0896-3207.

Andrew A. Chien, Mario Lauria, Rob Pennington, Mike Showerman, Giulio Ian-
nello, Matt Buchanan, Kay Connelly, Louis Giannini, Greg Koenig, Sudha Krish-
namurthy, Qian Liu, Scott Pakin, and Geetanjali Sampemane. Design and
evaluation of an HPVM-based Windows NT supercomputer. International Journal
of High Performance Computing Applications, 13(3):201–219, Fall 1999. Special
issue on clusters and computational grids for scientific computing.

Mario Lauria, Scott Pakin, and Andrew Chien. Efficient layering for high speed
communication: The MPI over Fast Messages (FM) experience. Cluster Computing,
2:107–116, 1999.

Scott Pakin, Vijay Karamcheti, and Andrew A. Chien. Fast Messages: Efficient,
portable communication for workstation clusters and MPPs. IEEE Concurrency,
5(2):60–73, April–June 1997.

Scott Pakin. Regular expressions and gender guessing. Computer Language
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Magazine, 8(12):59–68, December 1991.

Conferences
and Workshops
(peer-reviewed)

Scott Pakin. Parallel post-processing with MPI-Bash. In Proceedings of the First
International Workshop on HPC User Support Tools (HUST-14), pages 1–12, New
Orleans, Louisiana, November 21, 2014.

Eric Anger, Sudhakar Yalamanchili, Scott Pakin, and Patrick McCormick.
Architecture-independent modeling of intra-node data movement. In Proceedings
of the LLVM Compiler Infrastructure in HPC Workshop (LLVM-HPC), pages 29–39,
New Orleans, Louisiana, November 17, 2014.

Ziming Zhang, Michael Lang, Scott Pakin, and Song Fu. Trapped capacity:
Scheduling under a power cap to maximize machine-room throughput. In Pro-
ceedings of the 2nd International Workshop on Energy Efficient Supercomputing
(E2SC’14), pages 41–50, New Orleans, Louisiana, November 16, 2014.

Joshua Payne, Dana Knoll, Allen McPherson, William Taitano, Luis Chacon,
Guangye Chen, and Scott Pakin. Computational co-design of a multiscale
plasma application: A process and initial results. In Proceedings of the 28th
International Parallel and Distributed Processing Symposium, Phoenix, Arizona,
May 19–23, 2014.

Xin Yuan, Santosh Mahapatra, Michael Lang, and Scott Pakin. LFTI: A new
performance metric for assessing interconnect designs for extreme-scale HPC sys-
tems. In Proceedings of the 28th International Parallel and Distributed Processing
Symposium, Phoenix, Arizona, May 19–23, 2014.

Mark Gamell, Ivan Rodero, Manish Parashar, Janine C. Bennett, Hemanth Kolla,
Jacqueline Chen, Peer-Timo Bremer, Aaditya G. Landge, Attila Gyulassy, Patrick
McCormick, Scott Pakin, Valerio Pascucci, and Scott Klasky. Exploring power be-
haviors and trade-offs of in-situ data analytics. In Proceedings of the International
Conference for High Performance Computing, Networking, Storage and Analysis
(SC’13), Denver, Colorado, November 17–22, 2013.

Xin Yuan, Santosh Mahapatra, Wickus Nienaber, Scott Pakin, and Michael Lang.
A new routing scheme for jellyfish and its performance with HPC workloads. In
Proceedings of the International Conference for High Performance Computing,
Networking, Storage and Analysis (SC’13), Denver, Colorado, November 17–22,
2013.

Scott Pakin and Patrick McCormick. Hardware-independent application charac-
terization. In Proceedings of the 2013 IEEE International Symposium on Workload
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Characterization (IISWC 2013), Portland, Oregon, September 22–24, 2013.

Scott Pakin and Michael Lang. Energy modeling of supercomputers and large-
scale scientific applications. In Proceedings of the 4th International Green Com-
puting Conference (IGCC 2013), Work in Progress Workshop, Arlington, Virginia,
June 27–29, 2013.

Scott Pakin and Michael Lang. Understanding the performance of two produc-
tion supercomputers. In Proceedings of the 27th IEEE International Symposium on
Parallel and Distributed Processing (IPDPS 2013), 14th IEEE International Work-
shop on Parallel and Distributed Scientific and Engineering Computing (PDSEC),
Boston, Massachusetts, May 24, 2013.

Xin Yuan, Santosh Mahapatra, Michael Lang, and Scott Pakin. RRR: A load
balanced routing scheme for slimmed fat-trees. In Proceedings of the 27th IEEE In-
ternational Symposium on Parallel and Distributed Processing (IPDPS 2013), 3rd
Workshop on Communication Architecture for Scalable Systems (CASS), Boston,
Massachusetts, May 20, 2013.

Xing Wu, Frank Mueller, and Scott Pakin. Automatic generation of executable
communication specifications from parallel applications. In Proceedings of the
25th International Conference on Supercomputing (ICS 2011), Tucson, Arizona,
May 31–June 4, 2011. ACM. Nominated for Best Paper Award.

Kevin Barker, Kei Davis, Adolfy Hoisie, Darren J. Kerbyson, Mike Lang,
Scott Pakin, and José C. Sancho. Entering the petaflop era: The architec-
ture and performance of Roadrunner. In Proceedings of the 2008 IEEE/ACM
Supercomputing Conference, November 15–21, 2008.

Kevin Barker, Kei Davis, Darren J. Kerbyson, Mike Lang, Scott Pakin, and José C.
Sancho. An early performance evaluation of the SiCortex SC648. In Proceedings
of the IEEE International Symposium on Performance Analysis of Systems and
Software (ISPASS), Workshop on Unique Chips and Systems (UCAS4), Austin,
Texas, April 20, 2008.

Scott Pakin. Receiver-initiated message passing over RDMA networks. In
Proceedings of the 22nd IEEE International Parallel and Distributed Processing
Symposium (IPDPS 2008), Miami, Florida, April 14–18, 2008.

Scott Pakin and Greg Johnson. Performance analysis of a user-level memory
server. In Proceedings of the IEEE International Conference on Cluster Computing
(Cluster 2007), pages 249–258, Austin, Texas, September 17–20, 2007.
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Kevin J. Barker, Scott Pakin, and Darren J. Kerbyson. A performance model
of the Krak hydrodynamics application. In Proceedings of the International
Conference on Parallel Processing (ICPP 2006), Columbus, Ohio, August 14–18,
2006.

Adolfy Hoisie, Gregory Johnson, Darren J. Kerbyson, Mike Lang, and Scott Pakin.
A performance comparison through benchmarking and modeling of three leading
supercomputers: Blue Gene/L, Red Storm, and Purple. In Proceedings of the 2006
IEEE/ACM Supercomputing Conference (SC06), Tampa, Florida, November 11–17,
2006.

Scott Pakin. Rapid development of application-specific network performance
tests. In Proceedings of the International Conference on Computational Science
(ICCS 2005), Workshop on Tools for Program Development and Analysis in Compu-
tational Science, Atlanta, Georgia, May 22–25, 2005.

Scott Pakin. Reproducible network benchmarks with CONCEPTUAL. In Pro-
ceedings of Euro-Par 2004, number 3149 in Lecture Notes in Computer Science,
pages 64–71, Pisa, Italy, August 31–September 3, 2004.

Scott Pakin. CONCEPTUAL: A network correctness and performance testing
language. In Proceedings of the International Parallel and Distributed Processing
Symposium (IPDPS 2004), Santa Fe, New Mexico, April 28–30, 2004.

Fabrizio Petrini, Darren J. Kerbyson, and Scott Pakin. The case of the miss-
ing supercomputer performance: Achieving optimal performance on the 8,192
processors of ASCI Q. In Proceedings of the 2003 ACM/IEEE Supercomputing
Conference, Phoenix, Arizona, November 15–21, 2003. Won Best Paper Award.

Darren Kerbyson, Adolfy Hoisie, Scott Pakin, Fabrizio Petrini, and Harvey
Wasserman. Performance testing of an EV7 AlphaServer machine. In Pro-
ceedings of the Los Alamos Computer Science Institute (LACSI) Symposium, Santa
Fe, New Mexico, October 13–16, 2002.

Eitan Frachtenberg, Fabrizio Petrini, Juan Fernandez, Scott Pakin, and Salvador
Coll. STORM: Lightning-fast resource management. In Proceedings of the 2002
IEEE/ACM Supercomputing Conference, Baltimore, Maryland, November 16–22,
2002.

Scott Pakin and Avneesh Pant. VMI 2.0: A dynamically reconfigurable messag-
ing layer for availability, usability, and management. In The 8th International
Symposium on High Performance Computer Architecture (HPCA-8), Workshop
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on Novel Uses of System Area Networks (SAN-1), Cambridge, Massachusetts,
February 2, 2002.

Geetanjali Sampemane, Scott Pakin, and Andrew A. Chien. Performance mon-
itoring on an HPVM cluster. In Proceedings of the International Conference on
Parallel and Distributed Processing Techniques and Applications (PDPTA 2000),
International Workshop on Cluster Computing—Technologies, Environments, and
Applications (CC-TEA 2000), Las Vegas, Nevada, June 26–29, 2000.

Patrick Sobalvarro, Scott Pakin, Andrew Chien, and William Weihl. Dynamic
coscheduling on workstation clusters. In 12th Annual International Parallel
Processing Symposium & 9th Symposium on Parallel and Distributed Processing
(IPPS/SPDP), 4th Workshop on Job Scheduling Strategies for Parallel Processing,
Orlando, Florida, March 1998. Published in Lecture Notes in Computer Science,
vol. 1459, pp. 231–256. Springer-Verlag. ISBN 3-540-64825-9.

Mario Lauria, Scott Pakin, and Andrew A. Chien. Efficient layering for high
speed communication: Fast Messages 2.x. In Proceedings of the Seventh IEEE
International Symposium on High Performance Distributed Computing (HPDC-7),
pages 10–20, Chicago, Illinois, July 28–31, 1998.

Andrew Chien, Scott Pakin, Mario Lauria, Matt Buchanan, Kay Hane, Louis
Giannini, and Jane Prusakova. High performance virtual machines (HPVM):
Clusters with supercomputing APIs and performance. In Michael Heath, Virginia
Torczon, Greg Astfalk, Petter E. Bjørstad, Alan H. Karp, Charles H. Koebel,
Vipin Kumar, Robert F. Lucas, Layne T. Watson, and David E. Womble, editors,
Proceedings of the Eighth SIAM Conference on Parallel Processing for Scientific
Computing, Minneapolis, Minnesota, March 1997.

Scott Pakin, Mario Lauria, and Andrew Chien. High performance messaging on
workstations: Illinois Fast Messages (FM) for Myrinet. In Proceedings of the 1995
ACM/IEEE Supercomputing Conference, volume 2, pages 1528–1557, San Diego,
California, December 4–8, 1995.

Awards and
Honors

Los Alamos Awards Program award “in recognition of outstanding contribu-
tions to the Logical Time Trace Tool”, 2014.

Best Paper award nomination at ICS 2011 for Automatic Generation of Com-
munication Specifications from Parallel Applications (3 papers nominated
out of 161 submissions/35 accepted papers).
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Los Alamos Awards Program achievement award “for ASC CSSE L2 milestone
‘Application Enablement on Next Generation Platforms,’ ” February 2011.

2010 Distinguished Performance Award “in appreciation for your contribu-
tion on the Cielo Integration Team.”

2010 Defense Programs Award of Excellence “for significant contributions
to the stockpile stewardship program” and for “successful deployment of
the Cielo petascale computer.”

Los Alamos Awards Program achievement award “for your contributions and
teamwork in the Roadrunner Advanced Algorithms Team,” August 2008.

2007 Distinguished Performance Award “in appreciation for your contribu-
tion on the Roadrunner system integration and technical assessment team.”

2007 Defense Programs Award of Excellence “for outstanding achievements
in high performance computing at LANL in 2007 in support of the nuclear
weapons program.”

Third place in the Journal of Instruction-Level Parallelism’s 2nd Championship
Branch Prediction Competition (CBP-2) in the “idealistic” track, for An Ide-
alistic Neuro-PPM Branch Predictor, December 2006.

Best Paper award at SC2003 for The Case of the Missing Supercomputer Perfor-
mance: Achieving Optimal Performance on the 8,192 Processors of ASCI Q (1
winner out of 207 submissions/60 accepted papers).

2003 Defense Programs Award of Excellence “for developing new system
and environment for large-scale production Linux clusters.”

2002 Distinguished Performance Award “in appreciation for your contribu-
tion on the Advanced Simulation and Computing (ASCI) Q Team.”

2002 Defense Programs Award of Excellence “for the completion of the De-
cember 2002 LANL ASCI Applications Milestone thru deployment and inte-
gration of the ASCI Q Machine.”

Named one of the top five new hires of the 2001–2002 fiscal year by a Los
Alamos National Laboratory Director’s committee.

Honor Society of Phi Kappa Phi for superior academic performance. Inducted
1999.
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Intel Foundation Graduate Fellowship for doctoral students at selected uni-
versities who are judged to be the “best of the best” in fields of study related
to Intel’s technology research. September 1998–May 1999.

W. J. Poppelbaum Award for the CS department’s most outstanding graduate
student in the areas of hardware and architecture. March 1997.

Graduate College Fellowship tuition and fee waiver for the best three CS
graduate students not yet on an assistantship. September 1993–May 1994.

Professional
Service

Program committee member, the 20th IEEE International Conference on Paral-
lel and Distributed Systems (ICPADS 2014), “Multicore Computing and Paral-
lel/Distributed Architecture” track

Workshop committee member, the 2014 ACM/IEEE Supercomputing Conference
(SC’14)

Program committee member, the 3rd International Workshop on Power-aware
Algorithms, Systems and Architectures (PASA’14)

Program committee member, Sevent International Workshop on Parallel Program-
ming Models and System Software (P2S2 2014)

External review committee member, the ACM SIGPLAN 2014 Symposium on
Principles and Practice of Parallel Programming (PPoPP 2014)

Program committee member, the 21st IEEE International Conference on High
Performance Computing (HiPC 2014), “System Software” track

Program committee member, the 2014 IEEE International Conference on Cluster
Computing (Cluster 2014), “Cluster Design, Configuration and Administration”
track

Area co-chair (with José Flich of the Polytechnical University of Valencia), the
2013 ACM/IEEE Supercomputing Conference (SC’13), Architecture and Networks
track

Judge, 2013 ACM Student Research Competition (at SC’13)

Committee member, SC’13 Committee for the Selection of the Best Paper (BP) and
Best Student Paper (BSP) Awards
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Program committee member, the First International Workshop on Energy Effi-
ciency for Supercomputing (E2SC 2013)

Program committee member, Euro-Par 2013, Performance Prediction and Evalua-
tion track

Program committee member, Sixth International Workshop on Parallel Program-
ming Models and System Software (P2S2 2013)

Technical poster committee member, the 2013 ACM/IEEE Supercomputing Confer-
ence (SC’13)

Co-chair (with Craig Stunkel of IBM and José Flich of the Polytechnical University
of Valencia), 3nd Communication Architecture for Scalable Systems workshop
(CASS 2013)

External review committee member, the ACM SIGPLAN 2013 Symposium on
Principles and Practice of Parallel Programming (PPoPP 2013)

Technical poster committee member, the 2012 ACM/IEEE Supercomputing Confer-
ence (SC’12)

Program committee member, the 2012 IEEE International Conference on Cluster
Computing (Cluster 2012), “Tools, System Software, and Middleware” track

Co-chair (with Craig Stunkel of IBM and José Flich of the Polytechnical University
of Valencia), 2nd Communication Architecture for Scalable Systems workshop
(CASS 2012)

Program committee member, the 41st International Conference on Parallel Pro-
cessing (ICPP 2012), “Networking and Communications” track

Program committee member, the 5th International Workshop on Parallel Program-
ming Models and Systems Software for High-End Computing (P2S2 2012)

Program committee member, the 21st IEEE International Conference on Computer
Communication Networks (ICCCN 2012)

Guest editor (with Craig Stunkel of IBM and José Flich of the Polytechnical
University of Valencia), special issue of the Journal of Parallel and Distributed
Computing (JPDC) on communication architecture for scalable systems
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External review committee member, the ACM SIGPLAN 2012 Symposium on
Principles and Practice of Parallel Programming (PPoPP)

Program committee member, the 26th IEEE International Parallel and Distributed
Processing Symposium (IPDPS 2011), “Architecture” track

Program committee member, the 2011 ACM/IEEE Supercomputing Conference
(SC’11), “Architecture and Networks” track

Program committee member, the 2011 International Conference on Computer Com-
munication Networks (ICCCN 2011), “Network Architecture and P2P protocols”
track

Program committee member, the 2011 International Conference on Cluster, Cloud
and Grid Computing (CCGrid 2011)

Program committee member, the 9th IEEE International Symposium on Parallel
and Distributed Processing with Applications (ISPA 2011), “Middleware” track

Co-chair (with Craig Stunkel of IBM and José Flich of the Polytechnical University
of Valencia), 1st Communication Architecture for Scalable Systems workshop
(CASS 2011)

Program committee member, the 2nd Computer Architecture and Operating Sys-
tem co-design (CAOS 2011) workshop

Co-chair (with Craig Stunkel of IBM and José Flich of the Polytechnical University
of Valencia), 10th Communication Architecture for Clusters workshop (CAC 2010)

Program committee member, the 3rd International Workshop on Parallel Program-
ming Models and Systems Software for High-End Computing (P2S2 2010)

Poster committee member, the 2010 International Conference on Cluster, Cloud
and Grid Computing (CCGrid 2010)

Publicity co-chair (with Toni Cortes of the Polytechnical University of Catalunya
and the Barcelona Supercomputing Center, Jose Moreira of IBM, and Satoshi
Matsuoka of the Tokyo Institute of Technology), the 2010 IEEE International
Conference on Cluster Computing (Cluster 2010)

Session chair, “Acceleration”, the 2009 ACM/IEEE Supercomputing Conference
(SC’09)
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Program committee member, the 2009 ACM/IEEE Supercomputing Conference
(SC’09), “Architecture and Networks” track

Program committee member, the 16th IEEE International Conference on High
Performance Computing (HiPC 2009), “Architecture” track

Program committee member, the 1st Symposium on Application Accelerators in
High Performance Computing (SAAHPC 2009)

Co-chair (with Craig Stunkel of IBM and José Flich of the Polytechnical University
of Valencia), 9th Communication Architecture for Clusters workshop (CAC 2009)

Program committee member, the 2nd International Workshop on Parallel Program-
ming Models and Systems Software for High-End Computing (P2S2 2009)

Program committee member, the 6th IEEE International Symposium on Parallel
and Distributed Processing and Applications (ISPA 2008), “Architecture” track

Program committee member, the 2nd International Workshop on High-
Performance Interconnects for Distributed Computing (HPI-DC 2009)

Program committee member, the 2008 ACM/IEEE Supercomputing Conference
(SC’08), “Networks” track

Organizing committee member, the Institute for Advanced Architectures and
Algorithms (IAA) Interconnection Network Workshop, 2008

Co-chair (with Craig Stunkel of IBM and José Flich of the Polytechnical University
of Valencia), 8th Communication Architecture for Clusters workshop (CAC 2008)

Program committee member, the 1st International Workshop on Parallel Program-
ming Models and Systems Software for High-End Computing (P2S2 2008)

Session chair, “Network Interfaces”, the 2007 ACM/IEEE Supercomputing Confer-
ence (SC’07)

Program committee member, the 2007 ACM/IEEE Supercomputing Conference
(SC’07), “Networks” track

Session chair, “Networks and Storage Systems”, the 2007 International Parallel
and Distributed Processing Symposium (IPDPS 2007)
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Co-chair (with Craig Stunkel of IBM and Pankaj Mehra of Hewlett-Packard),
Communication Architecture for Clusters workshop (CAC 2007)

Program committee member, the 12th International Conference on Parallel and
Distributed Systems (ICPADS 2006)

Co-chair (with Mazin Yousif of Intel), 6th Communication Architecture for Clusters
workshop (CAC 2006)

Program committee member, the 2005 ACM/IEEE Supercomputing Conference
(SC’05), “Networks” track

Program committee member, the Workshop on High Performance Interconnects
for Distributed Computing (HPI-DC 2005)

Session chair, “Emerging Trends”, the International Conference on Computational
Science (ICCS), 2005

Co-chair (with Craig Stunkel of IBM and Mazin Yousif of Intel), 5th Communica-
tion Architecture for Clusters workshop (CAC 2005)

Program committee member, Communication Architecture for Clusters workshop
(CAC 2004)

Program committee member, the 12th IEEE International Symposium on High
Performance Distributed Computing (HPDC-12), 2003

Session chair, “Communication Libraries”, 3rd Communication Architecture for
Clusters workshop (CAC 2003)

Program committee member, 3rd Communication Architecture for Clusters work-
shop (CAC 2003)

Session chair, “Routing and Switching”, 2nd Communication Architecture for
Clusters workshop (CAC 2002)

Program committee member, 2nd Communication Architecture for Clusters work-
shop (CAC 2002)

Other U.S. citizen; active U.S. Department of Energy Q-level security clearance
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